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The remarkable success of machine learning has fostered a growing number of cloud-based intelligent services for mobile
users. Such a service requires a user to send data, e.g. image, voice and video, to the provider, which presents a serious
challenge to user privacy. To address this, prior works either obfuscate the data, e.g. add noise and remove identity information,
or send representations extracted from the data, e.g. anonymized features. They struggle to balance between the service utility
and data privacy because obfuscated data reduces utility and extracted representation may still reveal sensitive information.

This work departs from prior works in methodology: we leverage adversarial learning to better balance between privacy
and utility. We design a representation encoder that generates the feature representations to optimize against the privacy
disclosure risk of sensitive information (a measure of privacy) by the privacy adversaries, and concurrently optimize with the
task inference accuracy (a measure of utility) by the utility discriminator. The result is the privacy adversarial network (PAN),
a novel deep model with the new training algorithm, that can automatically learn representations from the raw data. And the
trained encoder can be deployed on the user side to generate representations that satisfy the task-defined utility requirements
and the user-specified/agnostic privacy budgets.

Intuitively, PAN adversarially forces the extracted representations to only convey information required by the target task.
Surprisingly, this constitutes an implicit regularization that actually improves task accuracy. As a result, PAN achieves better
utility and better privacy at the same time! We report extensive experiments on six popular datasets, and demonstrate the
superiority of PAN compared with alternative methods reported in prior work.

CCS Concepts: • Human-centered computing → Ubiquitous and mobile computing systems and tools; • Security
and privacy→ Usability in security and privacy.
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1 INTRODUCTION
Machine learning has benefited numerous mobile services, such as speech-based assistant (e.g. Siri), reading log
enabled book recommendation (e.g. Youboox). Many such services submit user data, e.g. sound, image, and human
∗Corresponding Author: Junzhao Du

Authors’ addresses: Sicong Liu, Xidian University, School of Computer Science and Technology, Xi’an, China; Junzhao Du, Xidian University,
School of Computer Science and Technology, Xi’an, China; Anshumali Shrivastava, Rice University, Department of Computer Science,
Houston, TX, USA; Lin Zhong, Rice University, Department of Electrical & Computer Engineering, Houston, TX, USA.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that
copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first
page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy
otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from
permissions@acm.org.
© 2019 Association for Computing Machinery.
2474-9567/2019/12-ART144 $15.00
https://doi.org/10.1145/3369816

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 3, No. 4, Article 144. Publication date: December 2019.

https://doi.org/10.1145/3369816
https://doi.org/10.1145/3369816


144:2 • Sicong Liu, Junzhao Du, Anshumali Shrivastava, and Lin Zhong

activity records, to the service provider, posing well-known privacy risks [1, 2, 9]. Our goal is to avoid disclosing
raw data to service providers by creating a device-local intermediate component that encodes the raw data and
only sends the encoded data to the service provider. And the encoded data must be both useful and private. For
inference-based services, utility can be quantified by the inference accuracy, achieved by the service provider
using a discriminative model. And Privacy can be quantified by the disclosure risk of private information.

Existing solutions addressing the privacy concern struggle to balance between above two seemingly conflicting
objectives: privacy vs. utility. An obvious and widely practiced solution is to transform the raw data into task-
specific features and upload features only, like Google Now [17] and Google Cloud [16]; This not only reduces
the data utility but also is vulnerable to reverse models that reconstruct the raw data from extracted features [28].
The authors of [33] additionally apply dimensionality reduction, Siamese fine-tuning, and noise injection to the
features before sending them to the service provider. This unfortunately result in further loss in utility.
Unlike previous work, we employ deep models and adversarial training to automatically learn features for a

sweet tradeoff between privacy and utility. Our key idea is to judiciously combine the discriminative learning, for
minimizing the task-specific discriminative error as well as maximizing the user-specified privacy discriminative
error, and the generative learning, for maximizing the agnostic privacy reconstruction error. Specifically, we
present the Privacy Adversarial Network (PAN), an end-to-end deep model, and its training algorithm. PAN
controls three types of descent gradients, i.e., utility discriminative error, privacy discriminative error, and privacy
reconstruction error, in back propagation to guide the training of a feature extractor.
As shown in Fig. 2, a PAN consists of four parts: a feature extractor (Encoder E„�”), a utility discriminator

(UD), an adversarial privacy reconstructor (PR), and an adversarial privacy discriminator (PD). The output of
the Encoder (E) feeds to the input of the utility discriminator (UD), privacy reconstructor (PR), and privacy
discriminator (PD). We envision the Encoder (E) runs in mobile devices to extract features from raw data. The
utility discriminator (UD) represents the inference service to ensure the utility of extracted features. PAN emulates
two types of adversarials to ensure the privacy: the privacy discriminator (PD) emulates a malicious party that
seeks to extract private information, e.g. user location; the privacy reconstructor (PR) emulates one that seeks to
reconstruct raw data from the features. We present a novel algorithm to explicitly train PAN via an adversarial
process that alternates between i.e., training the Encoder with the utility discriminator (UD) to improve the utility
and confronting the Encoder with the adversaries of privacy discriminator (PD) and privacy reconstructor (PR) to
enhance the privacy. All four parts iteratively evolve with others during the training phase. Understood from the
perspective of manifold, the separate flows of gradients from utility discriminator (UD), privacy discriminator
(PD), and privacy reconstructor (PR) through the Encoder in back-propagation can iteratively produces the
feature manifold that is both useful and private.
Using digit recognition (MNIST [25]), image classification (CIFAR-10[23] and ImageNet [6]), sound sensing

(Ubisound [37]), human activity recognition (Har [40]), and driver behavior prediction (StateFarm [21]), we show
PAN is effective in training the Encoder to generate deep features that provide better privacy-utility tradeoff than
other privacy preserving methods. Surprisingly, we observe that the adversarially learned features to remove
redundant information, for privacy, even surpass the recognition accuracy of discriminatively learned features.
That is, removing task-irrelevant information for privacy actually improves generalization and as a result, utility.

In the rest of the paper, we formulate the problem of utility-privacy tradefoff in x 2 and present the PAN’s design
and its training algorithm in x 3. We report an evaluation of PAN in x 4. We attempt a theoretic interpretation of
PAN in x 5, review the related work in x 6, and conclude in x 7.

2 PROBLEM DEFINITION OF MOBILE DATA PRIVACY PRESERVING
This section mathematically formulates the problem of utility-privacy tradeoff for mobile data. Many appealing
cloud-based services exist today that require data from mobile users. For example, as shown in Fig 1, a user takes
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Fig. 1. Privacy preservation in cloud-based mobile services. Mobile users leverage a learned Encoder to locally generate
deep features from the raw data (i.e., "tea bag" picture) and give them to the App. The App may send the features to its
cloud-based backend.

a picture of a product and sends it to a cloud-based service to �nd out how to purchase it, a service Amazon
actually provides. The picture, on the other hand, can accidentally contain sensitive information, e.g., face and
other identifying objects in the background. Therefore, the user faces a touch challenge: how to obtain the service
without trusting the service provider with the sensitive information?

Toward addressing this challenge, our key insight is that most services actually do not need the raw data. The
user can encode raw dataI into representationE¹I º through an EncoderE¹�º on the mobile device and only sends
E¹I º to the service provider. The representationE¹I º ideally should have the following two properties:

� Utility: it must contain enough task-relevant information to be useful for the intended service, e.g., high
accuracy for object recognition;

� Privacy: it must have little task-irrelevant information, especially that is considered sensitive by the user.

In this work, we focus on classi�cation-based services. Therefore, theutility of E¹I º is measured by the task
inference errorCu (e.g.cross entropy) in the service provider. And we quantify theprivacyof E¹I º by the privacy
leak riskCp of raw data in all possible attacking modelsX. Since the Encoder is distributed to mobile users, we
assume it is available to both service providers and potential attackers. That is, both the service provider and the
malicious party can train their models using raw dataI and their corresponding Encoder outputE¹I º. As such we
can restate the desirable properties for the Encoder outputE¹I º within datasetT as below:

Utility : Min
E

Cu ¹E¹Ii ºº; i 2 T

Privacy : Min
E

Max
X

Cp¹E¹Ii ºº; i 2 T
(1)

The �rst objective (Utility ) is well-understood for discriminative learning, and achievable via a standard
optimization process on the Encoder (E) and the corresponding specialist discriminative model,i.e., minimizing
the cross entropy between the predicted task label and the ground truth in a supervised manner [24].

The second objective (Privacy ) has two parts. The inner part,Max
X

Cp¹E¹I ºº, is opposite to the the outer part

Min
E

Cp¹E¹I ºº. Therefore, the Encoder (E) employed by the mobile user and the specialist attacker (X) used by the

malicious party is adversarial to each other in their optimization objectives. Given the information loss inE¹I º for
privacy, utility loss appears to be certain in theory. One would only hope to �nd a good, ideally Pareto-optimal,
tradeo� between privacy and utility in devisingE¹�º. However, as we will show later,E¹�º discovered viaPAN
actually improves privacy and utility at the same time, a result that can be explained by the practical limits of
deep learning in Ÿ5.
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